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BIVARIATE GENERAL RANDOM THRESHOLD MODELS AND

EXCEEDANCE STATISTICS
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Abstract. This paper presents derivations of asymptotic and exact distributions of bivariate

exceedance statistics defined for some general threshold models. The asymptotic distribution

of exceedance statistics appear to be marginal free, depending only on copulas of underlying

joint distributions. In particular cases, the exact formulas for these new distributions can be

obtained. Applications in medicine and economics are also discussed.

Keywords: order statistics, copula, bivariate distributions, exceedance statistics, random thresh-

old.

AMS Subject Classification: 62G30, 62H05.

1. Introduction

In statistical theory and its applications an important problem is to determine the exact and

asymptotic distributions of exceedance statistics, defined as the number of new observations

of control samples falling into the random intervals formed by some functions of existing ob-

servations, called training samples. If X1, X2, ..., Xn are observed values of random variable

X with distribution function F , then the number of new observations Xn+1, Xn+2, ..., Xn+m

from random variable X falling into (h1(X1, X2, ...., Xn), h2(X1, X2, ..., Xn)) for some real val-

ued functions h1(x1, x2, ..., xn) ≤ h2(x1, x2, ...., xn) ∀(x1, x2, ..., xn) ∈ Rn are relevant to many

important applications, for example in prediction of future observations and testing of hy-

pothesis. In some cases, including h1(x1, x2, ..., xn) = −∞ and h2(x1, x2, ...., xn) = x(i), or

h1(x1, x2, ...., xn) = x(i) and h2(x1, x2, ..., xn) = ∞, where x(1) ≤ x(2) ≤ · · · ≤ x(n), the prob-

ability P{Xn+1, Xn+2, ..., Xn+m ∈ (f1(X1, X2, ..., Xn), f2(X1, X2, ..., Xn))} is independent from

the distribution of control and training samples, which allows the identification of exact and

asymptotic distributions of exceedance statistics defined for some threshold models. The distri-

butions of these statistics are independent of distributions of initial observations, i.e. they are

distribution free with respect to a class of distributions containing F. In statistical literature,

there appeared numerous papers investigating structure of random intervals constructed from

control samples and distributions of exceedance statistics designed for different threshold models

under various conditions on initial distributions (see [2, 3, 21, 22, 25]). The exceedance statis-

tics connected with ordered statistical data can be used in many important applications such as

hypothesis testing in two sample problem, in characterizing equidistributions and in prediction

of future events using previous observations. Many important applications of exceedance sta-

tistics based on records appear in hydrology (see [9-11]), in connection with investigations and
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prediction of extreme events, such as flooding and extreme precipitation. There are numerous

papers devoted to exceedance statistics for univariate random sequences, see [1, 3-7, 13, 19, 27].

Note that, random thresholds are also used in insurance and risk processes including the ruin

thresholds, (see [24]). However, there are far fewer papers devoted to exceedances in bivariate

sequences. A recent study belongs to [23], who investigated the joint distribution of sample

ranks of bivariate order statistics in connection with exceedance statistics. [17] studied the fi-

nite and asymptotic distributions of excedance statistics defined for some threshold models in

bivariate sequences. Considering bivariate training random sample and bivariate control sample,

[17] investigated exceedance statistics, defined as the number of new observations falling into

the random interval defined by previous observations. The finite and asymptotic distributions

of these exceedance statistics were derived, and their applications in medicine and in ecology

models related to air pollution were discussed. Recently, [18] proposed a test for investigating

equality of two copula functions based on bivariate exceedance statistics.

In this paper, we consider bivariate exceedance models based on random thresholds. The

exact and asymptotic distributions of considered exceedance statistics are derived, and their

applications in medicine and economics are discussed.

The paper is organised as follows. In Section 2, we derive the exact and asymptotic distri-

butions of some exceedance statistics based on random thresholds. Since the distributions are

marginal free and depend only on copulas, we provide examples using different copulas includ-

ing independent, Gumbel-Barnett, Ali-Mikhail-Haq and Farlie-Gumbel-Morgenstern copulas.

In Section 3, we consider bivariate threshold models based on concomitants of order statistics.

The exact and asymptotic distributions of exceedance statistics for considered threshold models

are derived. Some examples are given, applications in medicine and economics are discussed.

Lastly, Section 4 concludes the paper.

2. Exceedance statistics in the general threshold model

Let (X,Y ) be an absolutely continuous bivariate random vector with survival function F (x, y)

= Ĉ1(FX(x), F Y (y)), where Ĉ1(u, v), (u, v) ∈ [0, 1]2, is a survival copula (see [26], p. 32) and

FX(x) and F Y (y) are the marginal survival functions of X and Y, respectively. Furthermore,

let (X1, Y1) , (X2, Y2) , ..., (Xm, Ym) , ... be a sequence of independent random vectors with sur-

vival function G(x, y) = Ĉ2(FX(x), F Y (y)) and the same marginal survival functions FX(x)

and F Y (y). Here, (X,Y ) and (X1, Y1) , (X2, Y2) , ..., (Xm, Ym) , ... are assumed to be inde-

pendent. Let, FX(x) and FY (y) be marginal distributions of X and Y, respectively . While

C1(FX(x), FY (y)) is the connected copula of the random variables X and Y , C2(FX(x), FY (y))

is the connected copula of (X1, Y1) , (X2, Y2) , ..., (Xm, Ym) , ....

Define the binary random variables

νi ≡ I (Xi, Yi) =

{
1, Xi < X or Yi < Y

0, otherwise
,

ηi = 1− νi = IM (Xi, Yi) =

{
1, (Xi, Yi) ∈ M

0, otherwise
,

where IM (Xi, Yi) is an indicator function of the random set M ≡ M(X,Y ) = [X,∞)× [Y,∞).

Now define the random variable Sm =
∑m

i=1 νi. It is clear that the exceedance statistic Sm

counts the number of bivariate observations (Xi, Yi), i = 1, 2, ... falling into the random set M c.

Let us note that the random variables νi, i = 1, 2, ... are dependent. In Theorem 2.1, we obtain

the finite distribution of Sm.
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Theorem 2.1. It is true that

P {Sm = k} =

(
m

k

) 1∫
0

1∫
0

[
1− Ĉ2(1− u, 1− v)

]k [
Ĉ2(1− u, 1− v)

]m−k
dC1(u, v). (1)

and

P {Sm = k} =

(
m

k

) ∞∫
−∞

∞∫
−∞

[
1−G(x, y)

]k [
G(x, y)

]m−k
dFX,Y (x, y) .

Proof. First we show that

P {Sm = k} =

(
m

k

) ∞∫
−∞

∞∫
−∞

[
1−G(x, y)

]k [
G(x, y)

]m−k
dFX,Y (x, y) .

Indeed, denote by

Aij =
{
Xij < X,Yij < Y

}
∪
{
Xij < X,Yij > Y

}
∪
{
Xij > X,Yij < Y

}
and observe that the complement of Aij is

Ac
ij =

{
Xij > X,Yij > Y

}
.

For simplicity denote by

Ek =
{
Ai1Ai2 ...AikA

c
ik+1

...Ac
im

}
.

Then by conditioning on X = x and Y = y, we have

P {Sm = k} =
∑

i1,i2,...,im

P
{
Ai1Ai2 ...AikA

c
ik+1

...Ac
im

}

=
∑

i1,i2,...,im

∞∫
−∞

∞∫
−∞

P {Ek | X = x, Y = y} dFX,Y (x, y)

=
∑

i1,i2,...,im

∞∫
−∞

∞∫
−∞

P
{
ai1ai2 ...aika

c
ik+1

...acim

}
dFX,Y (x, y), (2)

where

aij =
{
Xij ≤ x, Yij ≤ y

}
∪
{
Xij ≤ x, Yij > y

}
∪
{
Xij > x, Yij ≤ y

}
.

acij is the complement of aij and the sum
∑

i1,i2,...,im

extends over all permutations of i1, i2, ..., im ∈

{1, 2, ...,m}. Since X and Y are random variables and the events Aij are dependent, by condi-

tioning on X = x and Y = y we can obtain independent events aij . It is obvious that p (ai1) =

p (ai2) = ... = p (aik) = 1−G(x, y) and similarly p
(
acik+1

)
= p

(
acik+2

)
= ... = p

(
acim
)
= G(x, y).

By using the independency of events aij , the probability in (2) is

P
{
ai1ai2 ...aika

c
ik+1

...acim

}
= P (ai1)P (ai2) · · ·P (aik)P (acik+1

)...P (acim).

Therefore,

P {Sm = k} =

(
m

k

) ∞∫
−∞

∞∫
−∞

[
1−G(x, y)

]k [
G(x, y)

]m−k
dFX,Y (x, y) .

Using the probability integral transformation FX(x) = u and FY (y) = v, we obtain (1). �
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Corollary 2.1. It is clear that

E (Sm) = m−mE
(
G(X,Y )

)
,

V ar(Sm) = m
[
E(G(X,Y ))− E(G(X,Y )2)

]
+m2V ar

(
G (X,Y )

)
.

Proof. In fact, let h (x, y) be any integrable function, then

E (h (X,Y )) =

∞∫
−∞

∞∫
−∞

h (x, y) dF (x, y) .

Therefore, for

h (x, y) =
m∑
k=0

k

(
m

k

)[
1−G(x, y)

]k [
G(x, y)

]m−k

and

E (Sm) =
m∑
k=0

k

(
m

k

) ∞∫
−∞

∞∫
−∞

[
1−G(x, y)

]k [
G(x, y)

]m−k
dF (x, y)

one can write

E (Sm) = E

(
m∑
k=0

k

(
m

k

)[
1−G(X,Y )

]k [
G(X,Y )

]m−k

)

= E

(
m∑
k=0

k
m!

k! (m− k)!

[
1−G(X,Y )

]k [
G(X,Y )

]m−k

)

= E

(
m
(
1−G(X,Y )

)m−1∑
i=0

(
m− 1

i

)[
1−G(X,Y )

]i [
G(X,Y )

]m−1−i

)
= E

(
m
(
1−G(X,Y )

))
= m−mE

(
G(X,Y )

)
. (3)

Similarly, the second moment of Sm is

E
(
S2
m

)
=

m∑
k=0

k2
(
m

k

) ∞∫
−∞

∞∫
−∞

[
1−G(x, y)

]k [
G(x, y)

]m−k
dF (x, y)

= E

(
m∑
k=0

k2
(
m

k

)[
1−G(X,Y )

]k [
G(X,Y )

]m−k

)
= m−mE(G(X,Y ))−mE

((
1−G(X,Y )

)2)
+m2E

((
1−G(X,Y )

)2)
. (4)

Then

V ar (Sm) = E
(
S2
m

)
− (E (Sm))2

= m
[
E(G(X,Y ))− E(G(X,Y )2)

]
+m2V ar

(
G (X,Y )

)
. (5)

�
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Example 2.1. Consider the trivial case where the random variablesX and Y are independent

and so are Xi and Yi. Then C1(u, v) = C2(u, v) = uv.

P {Sm = k} =

(
m

k

) 1∫
0

1∫
0

[1− (1− u)(1− v)]k [(1− u)(1− v)]m−k dudv.

=

(
m

k

) 1∫
0

1∫
0

k∑
i=0

(−1)k−i

(
k

i

)
[(1− u)(1− v)]m−i dudv

P {Sm = k} =

(
m

k

) k∑
i=0

(−1)k−i

(
k

i

)
1

(m− i+ 1)2
. (6)

Below in Table 1, we provide some numerical values for the probability P {Sm = k} calculated

from (6).

Table 1. The values of P {Sm = k} in Example 2.1.

m\k 0 1 2 3 4 5 6 7 8 9 10

5 0.028 0.061 0.103 0.158 0.242 0.408

10 0.009 0.017 0.028 0.038 0.05 0.068 0.085 0.11 0.14 0.180 0.275

Example 2.2. Let Ĉ2(u, v) = uv exp(−θ lnu ln v), θ ∈ (0, 1] be a Gumbel-Barnett family

of copulas (see [26]) and C1(u, v) = uv . For this case the distribution of Sm is

P {Sm = k}

=

(
m

k

) 1∫
0

1∫
0

k∑
i=0

(−1)k−i

(
k

i

)
[(1− u)(1− v) exp(−θ ln(1− u) ln(1− v)]m−i dudv.

Some numerical values of P {Sm = k} for different values of θ are provided below in Table 2.

Table 2. The values of P {Sm = k} in Example 2.2.

m\k 0 1 2 3 4 5 6 7 8 9 10

θ = 0.3 5 0.0267 0.0577 0.0955 0.1458 0.2256 0.4487

θ = 0.5 5 0.026 0.056 0.091 0.139 0.217 0.471

θ = 1 5 0.025 0.052 0.083 0.13 0.20 0.51

θ = 1 10 0.01 0.02 0.024 0.033 0.042 0.054 0.067 0.08 0.11 0.16 0.40

Example 2.3. Let C1(u, v) = uv and Ĉ2(u, v) = uv
1−θ(1−u)(1−v) , θ ∈ [−1, 1) be the Ali-

Mikhail-Haq family of copulas, (see [8]). Then

P {Sm = k} =

(
m

k

) 1∫
0

1∫
0

k∑
i=0

(−1)k−i

(
k

i

)(
(1− u)(1− v)

1− θuv

)m−i

dudv.

Some numerical values of P {Sm = k} for θ = −1 are given below in Table 3:

Table 3. The values of P {Sm = k} in Example 2.3.

m\k 0 1 2 3 4 5 6 7 8 9 10

5 0.03 0.06 0.09 0.14 0.23 0.45

10 0.01 0.016 0.025 0.03 0.046 0.059 0.076 0.098 0.13 0.19 0.32
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2.1. Asymptotic distribution of exceedance statistic based on order statistics. Now

consider

ν
(m)
i =

{
1, Xi:m < X or Yi:m < Y

0, otherwise
,

η
(m)
i = 1− ν

(m)
i = IM (Xi:m, Yi:m) =

{
1, (Xi:m, Yi:m) ∈ M

0, otherwise
,

where Xi:m and Yi:m are the ith order statistics of X1, X2, ..., Xm and Y1, Y2, ..., Ym, respec-

tively. Furthermore IM (Xi:m, Yi:m) is an indicator function of the random set M ≡ M(X,Y ) =

[X,∞) × [Y,∞). Define the random variable S
′
m =

m∑
i=1

ν
(m)
i . In Theorem 2.2, the asymptotic

distribution of S
′
m
m is derived.

Theorem 2.2. The asymptotic distribution of S
′
m
m is

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m

m
≤ x

}
− P{U + V − C2(U, V ) ≤ x}

∣∣∣∣∣ = 0. (7)

or

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m

m
≤ x

}
− P {FX(X) + FY (Y )−G(X,Y ) ≤ x}

∣∣∣∣∣ = 0.

where (U, V ) is a bivariate random vector having Uniform (0,1) marginals and connecting copula

C2(u, v).

Note. It is clear that (7) can also be written as

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m

m
≤ x

}
− P{1− Ĉ2(1− U, 1− V ) ≤ x}

∣∣∣∣∣ = 0.

Proof. Let

G∗
m (u, v) =

1

m

m∑
i=1

I(−∞,u]×(−∞,v](Xi, Yi)

be a bivariate empirical distribution of the sample (X1, Y1), ..., (Xm, Ym). It can be easily shown

for any integrable function g(x, y) that

∞∫
−∞

∞∫
−∞

g (u, v) dG∗
m (u, v) =

m∑
i=1

g (Xi:m, Yi:m) .
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Consider

P

{
S

′
m

m
≤ x

}
= P

{
1

m

m∑
i=1

ν
(m)
i ≤ x

}

= P

{
1

m

m∑
i=1

(1− η
(m)
i ) ≤ x

}
(8)

= P

{
1− 1

m

m∑
i=1

η
(m)
i ≤ x

}
(9)

= 1− P

{
1

m

m∑
i=1

η
(m)
i ≤ 1− x

}
(10)

= 1− P

{
1

m

m∑
i=1

I[X,∞)×[Y,∞] (Xi:m, Yi:m) ≤ 1− x

}

= 1− P


∞∫

−∞

∞∫
−∞

gX ,Y (u, v) dG∗
m (u, v) ≤ 1− x

 , (11)

where

gX,Y (u, v) = I[X,∞]×[Y,∞) (u, v) .

Conditioning on X = x and Y = y and using independence of random vectors (X,Y ) and

(Xi, Yi), i = 1, 2, ...,m, we obtain

P

{
S

′
m

m
≤ x

}

= 1−
∞∫

−∞

∞∫
−∞

P


∞∫

−∞

∞∫
−∞

gX,Y (u, v) dG∗
m (u, v) ≤ 1− x | X = x, Y = y

 dF (x, y)

= 1−
∞∫

−∞

∞∫
−∞

P


∞∫

−∞

∞∫
−∞

gx,y (u, v) dG
∗
m (u, v) ≤ 1− x

 dF (x, y),

and

G∗
m (u, v) =

1

m

m∑
i=1

I(−∞,u]×(−∞,v](Xi, Yi)

is the empirical distribution function constructed by the first m observations (Xi, Yi), i =

1, 2, ...,m. From the Glivenko Cantelli Theorem (see [12], page 5)

sup
(u,v)∈R2

|G∗
m (u, v)−G(u, v)| a.s.→ 0, as m → ∞.

using the continuity property of the integral functional

Ψ(G) =

∞∫
−∞

∞∫
−∞

gx,y (u, v) dG (u, v)

we have

Ψ(G∗
m)

a.s.→ Ψ(G).
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Then we can write

lim
m→∞

P

{
S

′
m

m
≤ x

}

= 1− lim
m→∞

∞∫
−∞

∞∫
−∞

P


∞∫

−∞

∞∫
−∞

gx,y (u, v) dG
∗
m (u, v) ≤ 1− x

 dF (x, y)

= 1−
∞∫

−∞

∞∫
−∞

P


∞∫

−∞

∞∫
−∞

gx,y (u, v) dG (u, v) ≤ 1− x

 dF (x, y)

= 1− P


∞∫

−∞

∞∫
−∞

gX,Y (u, v) dG (u, v) ≤ 1− x


= 1− P


∞∫

X

∞∫
Y

dG (u, v) ≤ 1− x


= 1− P{G(X,Y ) ≤ 1− x}. (12)

= P {FX(X) + FY (Y )−G(X,Y ) ≤ x} . (13)

Finally, using probability integral transformation U = FX(X) and V = FY (Y ) in (13) we obtain

(7). Thus, the theorem is proved. �

Corollary 2.2. If C1(u, v) = C2(u, v) = C(u, v), then

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m

m
≤ x

}
− P{U + V − C(U, V ) ≤ x}

∣∣∣∣∣ = 0 (14)

and

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m

m
≤ x

}
− P{1− Ĉ(1− U, 1− V ) ≤ x}

∣∣∣∣∣ = 0,

where (U, V ) has the copula C(u, v).

Example 2.4. Let C1(u, v) = C2(u, v) = uv. Then the asymptotic distribution of T = S
′
m
m is

FT (x) ≡ lim
m→∞

P

{
S

′
m

m
≤ x

}

= P{U + V − C(U, V ) ≤ x} =

∫∫
{(u,v): u+v−uv≤x}

dudv.

After transformations t = 1− (1− u)(1− v) and s = 1− u with Jacobian J =
∣∣1
s

∣∣ , we have

FT (x) =

∫∫
 (t, s) : 0 ≤ t ≤ x

1− t ≤ s ≤ 1



1

s
dtds,

and

FT (x) = (1− x) ln(1− x) + x, 0 ≤ x ≤ 1, (15)

fT (x) = − ln(1− x), 0 ≤ x ≤ 1,
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where fT (x) =
dFT (x)

dx is a pdf of the limiting distribution. Below in Figure 1, the graphs of the

functions FT (x) and fT (x) are illustrated.

Figure 1. The graphs of FT (x) and fT (x).

Example 2.5. Let C1(u, v) = uv[1 + α(1 − u)(1 − v)], −1 ≤ α ≤ 1, be the Farlie-Gumbel-

Morgenstern distribution and C2(u, v) = uv. Then

lim
m→∞

P

{
S

′
m

m
≤ x

}
= P{U + V − C2(U, V ) ≤ x} =

∫∫
{(u,v): u+v−uv≤x}

(1 + α(1− 2u)(1− 2v))dudv

We denote by Wα = S
′
m
m in Example 5. After making similar transformations as in example 4,

we have

FWα(x) ≡ lim
m→∞

P

{
S

′
m

m
≤ x

}
= (1− 3α (x− 1))x+ (x− 1) (α (2x− 3)− 1) ln (1− x) ,

−1 ≤ α ≤ 1 and 0 ≤ x ≤ 1.

fWα(x) =
FWα(x)

dx
= (α(4x− 5)− 1) ln(1− x)− 4αx, 0 ≤ x ≤ 1.

Below in Table 4, we provide some numerical values for the moments and skewness of Wα. Then,

it is observed that, if α increases from −1 to 1, skewness also increases.

Table 4. Moments and variance of Wα for selected values of α.

α E(Wα) E
(
W 2

α

)
E
(
W 3

α

)
V ar (Wα) Skewness

−0.9 0.775 0.6361 0.5411 0.0355 −1.0331

−0.5 0.7639 0.625 0.5321 0.0415 −1.0312

−0.1 0.7528 0.6139 0.5231 0.0472 −0.9867

0.1 0.7472 0.6083 0.5186 0.04999 −0.9561

0.5 0.7361 0.5972 0.5096 0.0554 −0.8863

0.9 0.725 0.5861 0.5006 0.0605 −0.8102

Below in Figure 2, the graphs of FWα(x) and fWα(x) with respect to α for fixed values of x

are given. The graphs show that larger values of α corresponds to larger values of FWα(x) for

fixed x. The pdf fWα(x) varies depending on values of both α and x.
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Figure 2. The graphs of FWα(x) and fWα(x).

3. Random thresholds based on order statistics and concomitants

Let (X1, Y1) , (X2, Y2) , ..., (Xn, Yn) be a sequence of independent random vectors with joint

distribution function F (x, y) = C1(FX(x), FY (y)) and let (Xn+1, Yn+1) , (Xn+2, Yn+2) , ...,

(Xn+m, Yn+m) , ... be another sequence of independent random vectors with joint survival func-

tion Ḡ(x, y) = Ĉ2(FX(x), FY (y)). We assume that the random vectors (X1, Y1) , (X2, Y2) , ...,

(Xn, Yn) and the sequence of random vectors (Xn+1, Yn+1) , ..., (Xn+m, Yn+m) , ... are indepen-

dent.

Let (Xr:n, Y[r:n]) be the vector of rth order statistic and its concomitant constructed from

the sample (X1, Y1) , (X2, Y2) , ..., (Xn, Yn). The theory of concomitants is well documented in

[14-16, 20]. The joint pdf of the rth order statistic Xr:n and its concomitant Y[r:n] is (see [16])

fXr:n,Y[r:n]
(x, y) = f (y | x) fr:n (x) . (16)

Denote Xn+i = X
′
i and Yn+i = Y

′
i . Then X

′
i:m and Y

′
i:m are the ith order statistics of

X
′
1, X

′
2, ..., X

′
m and Y

′
1 , Y

′
2 , ..., Y

′
m, respectively.

Define the binary random variables

νi(r) ≡ I (Xi, Yi) =

{
1, X

′
i < Xr:n or Y

′
i < Y[r:n]

0, otherwise
,

ηi(r) = 1− νi(r) = IN

(
X

′
i , Y

′
i

)
=

{
1, (X

′
i , Y

′
i ) ∈ N

0, otherwise
,

where N ≡ N(Xr:n, Y[r:n]) ≡ [Xr:n,∞)× [Y[r:n],∞). Now define the random variable

Sm(r) =
∑m

i=1 νi(r).

Theorem 3.1. It is true that

P{Sm(r) = k} =

(
m

k

)
1

Beta(r, n− r + 1)

∞∫
−∞

∞∫
−∞

[F (x)]r−1×

[1− F (x)]n−r[G(x, y)]m−k[1−G(x, y)]kdF (x, y) (17)

and

P{Sm(r) = k} =

(
m

k

)
1

Beta(r, n− r + 1)

∞∫
−∞

∞∫
−∞

ur−1(1− u)n−r[Ĉ2(1− u, 1− v)]m−k×
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[1− Ĉ2(1− u, 1− v)]kdC1(u, v). (18)

Proof. Proof is similar to proof of Theorem 2.1. �

Corollary 3.1. It is clear that

E(Sm(r)) = m−mE(G(Xr:n, Y[r:n])),

V ar(Sm(r)) = mE(G
(
Xr:n, Y[r:n]

)
− E(G

(
Xr:n, Y[r:n]

)2
)) +m2V ar

(
G
(
Xr:n, Y[r:n]

))
.

Proof. Proof is similar to proof of Corollary 2.1. �

Example 3.1. Consider C1(u, v) = C2(u, v) = uv. Then,

P{Sm(r) = k} =

(
m

k

)
1

Beta(r, n− r + 1)

k∑
i=0

(
k

i

)
(−1)k−iBeta(r, n+m− r − i+ 1)

m− i+ 1
.

Below in Table 5, we provide some numerical values of P{Sm(r) = k} for different values of

m,n, and r.

Table 5. Some numerical values of P{Sm(r) = k for different values of m,n and r.

k 0 1 2 3 4 5 6 7 8 9 10

m = 5/n = 4/r = 3 0.008 0.032 0.08 0.16 0.28 0.44

m = 10/n = 4/r = 4 0.00009 0.0004 0.001 0.004 0.0091 0.018 0.03241 0.065 0.12 0.23 0.52

3.1. Asymptotic distributions of exceedance statistics based on order statistics. Let

X
′
i:m and Y

′
i:m are the ith order statistics of X

′
1, X

′
2, ..., X

′
m and Y

′
1 , Y

′
2 , ..., Y

′
m, respectively.

Now consider

ν
(m)
i (r) =

{
1, X

′
i:m < Xr:n or Y

′
i:m < Y[r:n]

0, otherwise
,

η
(m)
i (r) = 1− ν

(m)
i (r) = IN

(
X

′
i:m, Y

′
i:m

)
=

{
1, (X

′
i:m, Y

′
i:m) ∈ N

0, otherwise
,

where N ≡ N(Xr:n, Y[r:n]) ≡ [Xr:n,∞) × [Y[r:n],∞). Now define the random variable S
′
m(r) =∑m

i=1 ν
(m)
i (r). In Theorem 3.2 the asymptotic distribution of S

′
m
m is given.

Theorem 3.2. The asymptotic distribution of S
′
m(r)
m is

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m(r)

m
≤ x

}
− P

{
FX(Xr:n) + FY (Y[r:n])−GX,Y (Xr:n,Y[r:n]) ≤ x

}∣∣∣∣∣ = 0.

(19)

It is clear that (19) can also be written as

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m(r)

m
≤ x

}
− P

{
Ur:n + V[r:n] − C2(Ur:n, V[r:n]) ≤ x

}∣∣∣∣∣ = 0

and

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣P
{
S

′
m(r)

m
≤ x

}
− P

{
1− Ĉ2(1− Ur:n, 1− V[r:n]) ≤ x

}∣∣∣∣∣ = 0.

Proof. Proof is similar to proof of Theorem 2.2. �
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Corollary 3.2. Let C1(u, v) = C2(u, v) = C(u, v), then

lim
m→∞

sup
−∞<x<∞

∣∣∣∣∣∣∣P
{
S

′
m(r)

m
≤ x

}
− 1

Beta(r, n− r + 1)

∫∫
{(u,v):u+v−C(u,v)≤x}

ur−1(1− u)n−rc(u, v)dudv

∣∣∣∣∣∣∣ = 0.

Example 3.2. Let C1(u, v) = C2(u, v) = uv, then

T1(x) ≡ lim
m→∞

P

{
S

′
m(r)

m
≤ x

}
=

n

n− r

∫ x

0
FXr:n−1(t)dt,

and

t1(x) =
dT1(x)

dx
=

n

n− r
FXr:n−1(x), 0 < x < 1,

where FXr:n−1(x) is the distribution function of the rth order statistics of Uniform(0, 1) distribution.

The graphs of the limiting distribution T1(x) for n = 5, r = 1, ..., 5 is presented in Figure 3.

Figure 3. The graph of T1(x) for n = 5 and r = 1, ..., 5.

A note on applications

1. Application in medicine

The control of cholesterol level occupies a significant place in health policy of the developing

countries since it is an important cause of heart and coroner disease, and more importantly

premature death. As is well known, cholesterol is a fat that is non soluble in water, but is

transported in the blood by a naturally-occuring water-soluble cholesterol called hypoproteins.

The Low Density Protein (LDL) cholesterol is regarded as the most important cholesterol type

for detecting and treating high cholesterol. However, high values of LDL can cause series heart

problems. In particular, high LDL cholesterol levels, combined with high triglycerides levels

raise the risk of heart problems and stroke. Therefore, high cholesterol levels known as the

”silent killer”. HDL is known to be positive (good) when high. A variety of factors are related

with high cholesterol, such as nutritional habits, weight, physical activity, age, and heredity.

Three cholesterol levels which are defined in [28, 29] are given in Table 6.

Table 6. Cholesterol levels.

Category Desirable Borderline Risky

Total Cholesterol <200 mg/dL 200-239 mg/dL ≥ 240 mg/dL

LDL <130 mg/dL 130-159 mg/dL ≥ 160 mg/dL

Triglycerides <150 mg/dL 150-199 mg/dL ≥ 200 mg/dL

HDL >60 mg/dL 40-60 mg/dL ≤ 40 mg/dL
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Assume that, given fixed good HDL level (say HDL> 60 mg/dL) and high total cholesterol

(say Total Cholesterol Level ≥ 240 mg/dL) m patients are tested for risk of cardiovascular

disease. One of the contemporary approaches is that if HDL is high, then high levels of

LDL in the presence of low levels of triglycerides or high levels of triglyceride in the presence

of low levels of LDL may be based on genetic factors, patients are therefore less likely to

risk of cardiovascular disease. Let interpret the random vectors (Xi, Yi), i = 1, 2, ..., n as a

training sample of the patients with high LDL cholesterol or high triglycerides levels, where

Xi denotes the LDL cholesterol level and Yi denotes the triglycerides level of the ith patient.

Then (Xn+j , Yn+j), j = 1, 2, ... be the LDL cholesterol and triglycerides levels of patients in

control sequence. Then it is clear that the statistics m− Sm(r) denotes the number of patients

with high risk in cardiovascular disease.

2. Application in exchange rate

In financial mathematics because the prediction and modelling of the exchange rates is so

challenging, interfaces about exchange rates are valuable. Let (X1, Y1), (X2, Y2), ..., (Xm,Ym) be

the exchange rate at the end of the each day, where (Xi, Yi) denotes the exchange rate of Dollar

and Euro at the end of ith day, respectively. Consider the bivariate random variables (X,Y )

which denotes the critical random thresholds for USD and EUR, respectively. The random

vector (X,Y ) and the sequence (Xi, Yi) are assumed to be independent. It is clear that E(Sm)

is the expected number of the days on which the USD or EUR will exceed the critical random

threshold (X,Y ). The asymptotic distribution of S′
m/m can be used in the construction of

prediction intervals for the financial variables that determine long term economic stability.

4. Conclusion

In this paper, we consider some general bivariate random exceedance models based on ran-

dom thresholds. The random thresholds include random vectors, bivariate order statistics and

concomitants. For different models the exact and asymptotic distributions of exceedance sta-

tistics are obtained. Examples with different copulas such as independent, Gumbel Barnett,

Ali-Mikhail-Haq and Farlie-Gumbel-Morgenstern copulas are provided. The finite and asymp-

totic distributions obtained in the paper present theoretical and practical interest. Some possible

applications in medicine and economics are discussed.
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